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ABSTRACT

The robustness of object detection algorithms plays a prominent role
in real-world applications, especially in the uncontrolled environ-
ments due to distortions during image acquisition. It has been proved
that object detection methods suffer from in-capture distortions to
perform a reliable detection. In this study, we present a perfor-
mance evaluation framework of the state-of-the-art object detection
methods on a dedicated dataset containing images with various dis-
tortions at different levels of severity. Furthermore, we propose an
original strategy of image distortion generation applied to the MS-
COCO dataset that combines some local and global distortions to
reach a better realism. We have shown that training with this dis-
torted dataset improves the robustness of models by 31.5%. Finally,
we provided a custom dataset including the natural images distorted
from MS-COCO to perform a more relevant evaluation of the robust-
ness concerning distortions. The database and the generation source
codes of the different distortions are publicly available1,2.

Index Terms— Deep learning, Object detection, Distortion, Ro-
bustness, Benchmark

1. INTRODUCTION

Object detection and recognition is one of the most challenging
and widely studied problems in computer vision and especially in
uncontrolled environment. Deep Neural Networks (DNN) based
approaches [1, 2, 3] have been proven very promising paradigms
to solve such complex problems in various real-world applications.
However, generally, the proposed DNN-based architectures do not
consider the sensitivity of the learning models to common data
distortions and corruption effects. Indeed, it has been shown by
Szegedy et al.[4] that a small perturbation invisible to the human
visual system can have significant repercussions on the performance
of object recognition models. It is therefore important to conduct
ad hoc studies to understand the effects of such perturbations and
to be able to generate them at different levels in order to develop
more robust object detection networks. The limitations of object
detection methods, in terms of robustness against some common
signal degradation, data corruptions, or adversarial examples, have
been highlighted in several works [5, 6, 7, 8]. A solution would
be to perform pre-processing before the high-level phases. But this
implies being able to identify the distortion automatically in order
to apply the most appropriate solution. A more elegant and efficient
solution present in many research [9, 10, 11, 12] is to enrich the
database used for learning by simulating the most relevant distor-
tions. It is in this last framework that the proposal described in this

1https://github.com/Aymanbegh/Benchmarking-performance
2https://github.com/Aymanbegh/Distorted-Natural-COCO

work is made. Thereby, we propose a full framework evaluation of
robustness for a set of object detection methods [13, 14, 15] through
several distortions applied on the MS-COCO dataset [16]. This data
augmentation is performed through some common global distortions
(noise, motion blur, defocus blur, haze, rain, contrast change, and
compression artefacts) in the whole image and some local distor-
tions (local blur motion, BackLight illumination and local defocus
blur) in specific areas that include the possible dynamic objects or
scene conditions. To the best of our knowledge, our work is the first
to consider the local distortions to assess the robustness of object
detection models. Finally, we proceeded to a manual selection of
the distorted images present in the validation set of the MS-COCO
dataset and retained only the annotations of the distorted objects to
perform a more relevant evaluation of the impact of distortions on
models. The main contributions of our study are summarized in the
following:

• A comprehensive evaluation of the robustness of the state-
of-the-art object detection methods against global and local
distortions at 10 levels of distortion is provided (see section
4.1).

• A dataset dedicated to the study of the impact of local and
global distortions on the robustness of object detection is built
from MS-COCO dataset [17].

• It is shown that the robustness of object detection process is
improved by enriching the training process by using data aug-
mentation based on generated distorted images (see table 3).

• An additional new benchmark dataset constructed for natural
in-capture distortions from MS-COCO dataset that allows to
better assess the reliability of the object detection models in
case of real distortions (see tables 2 and 4) [18].

The remainder of the paper is organized as follows. Section 2 sum-
marizes previous related literature. Section 3 is devoted to detail the
methods of evaluation and the distortion generations. Then, section
4 is dedicated to show and discuss results. Finally, concluding re-
marks and perspectives are provided in section 5.

2. RELATED WORK

The evaluation of object detection methods from images acquired in
an uncontrolled environment has been the subject of a few studies
[19, 20]. But most of the time, the databases used contains images
with limited number of degradation types and therefore cannot be
generalized to practical cases where one has to face several distor-
tions. Some papers deal with the impact of various distortions on
the detection performance such as in the study [21] that attempts
to evaluate the robustness of some backbones of CNN architectures
against geometric transformations. A comparative study between

https://github.com/Aymanbegh/Benchmarking-performance
https://github.com/Aymanbegh/Distorted-Natural-COCO


(a) Original (b) Local defocus blur (c) BackLight illumination (BL) (d) Local motion blur

Fig. 1: Illustration of some local distortions.

DNN-based architectures (ResNet-152, VGG-19, GoogLeNet) and
human observer performance was conducted in [22]. In this study
twelve common distortions are considered in the performance eval-
uation of object recognition methods. It has been shown that these
DNN-based architectures perform remarkably well in the case of
the distortions on which the training was done. However, this per-
formance decreases, compared to that of the human observer, for
unseen distortions. Another interesting study on the evaluation of
the robustness of classification models of images from the imagenet
database and subjected to fifteen artificial distortions at five levels
of severity, revealed the effect of image quality degradation on the
stability of the training process for various DNN-based architectures
[6]. Recently, a benchmark study on the robustness of many object
detection models against 15 types of global distortions and stylized
images through data augmentation process has been done in [5].

3. PROPOSED BENCHMARKING FRAMEWORK

In order to evaluate the robustness of the considered models against
image distortions in an uncontrolled environment, we propose 10
types of distortions (global and local) at 10 linearly increasing levels
of severity [17]. In figures 1 (b), (c), and (d), distortion levels are 8,
7, and 10 respectively.

3.1. Image distortions

Global distortions affect the image as a whole and come from dif-
ferent sources related in general to the acquisition conditions. Some
are directly dependent on the physical characteristics of the camera
and are of photometric or geometric origin. Among the most com-
mon distortions that affect the quality of the signal are defocus blur
(Defocus-Blur), photon noise, geometric or chromatic aberrations,
and blur (Motion-Blur) due to the movement of the camera. The
other types of degradation are related to the environment and, more
particularly, the lighting and atmospheric disturbances in the case of
outdoor scenes. Compression and image transmission artifacts are
another source of degradation that is difficult to control. These com-
mon distortions have been already considered in benchmarking the
performance of some models [5, 6, 8].
Local distortions are undesirable signals affecting one or more lo-
calized areas in the image (see figure 1). A typical case is the Mo-
tion Blur (Loc. MBlur) due to the movement of an object of rela-
tively high speed. Another photometric distortion is the appearance
of a halo around the object contours due to the limited sensitivity of
the sensors or backlight illumination (BackLight). The artistic blur
(Loc. Defoc.) affecting a particular part of the targeted scene, the
object to be highlighted by the pro-shooter, is another type of lo-
cal distortion. Thus, integrating the local distortions in the database

increases its size and makes it richer and more representative of sce-
narios close to real applications. It is worth noticing that these local
distortions are made possible thanks to the annotations provided in
the MS-COCO database and, in particular, the details of the shape
and location of the object of interest.

3.2. Description of the considered models

In this study we focus on few models of state-of-the-art object detec-
tion methods which have the best performance or notoriety, namely
YOLOv4 [13], Mask R-CNN [15] and EfficientDet [14] with distinct

Table 1: State-of-the-art object detection models.

Methods Architecture Size Add-blocks

Mask R-CNN [15] Resnet-101 512 FPN, RPN [23,
24]

YOLOv4 [13] CSPDarknet53 512 PAN [25]YOLOv4-tiny 416

EfficientDet [14]

EfficientNet-B0 512

Bi-FPN [14]
EfficientNet-B1 640
EfficientNet-B2 768
EfficientNet-B3 896
EfficientNet-B4 1024

FPN: Feature Pyramid Network, RPN: Region Proposal Network,
PAN: Path Aggregation Network, Bi-FPN: Bi-directional FPN.

backbone architectures that highlights the correlation between the
backbone and their robustness. The table 1 summarizes the different
models and their components which are used in this benchmarking.

3.3. Robustness Evaluation against Natural Distortions

We manually identified the natural distortions present in the MS-
COCO validation set to better assess the robustness in real scenar-
ios. Indeed, in the existing methods, robustness evaluations were
performed on synthetic distortions or specific datasets, limiting those
studies’ extension in real-world applications. It is worth noticing that
the selected sub-sets from MS-COCO contain images with global
distortions and the associated object annotations. In contrast, only
affected objects are considered in the case of local distortions (see
figure 2). This benchmarking framework for robustness evaluation
uses one of the most widespread databases for object detection, re-
stricted to a limited set of seven natural distortions types (see table
2). In this way, we are laying the foundations for a future common



(a) Original annotations (b) Sorted annotations

Fig. 2: Natural distortions selection in the MS-COCO dataset.

evaluation method for evaluating object detection robustness against
real-world distortions. It is important to notice that some natural

Table 2: Features of distorted natural sub-sets.

Noise Contrast Blur Defoc. Rain O.Blur BackLight

Images 44 42 32 201 21 127 128
Objects 289 312 224 1299 110 464 934
Ratio 1.0 0.83 0.97 0.72 0.95 0.34 0.68

Ratio: Number of retained objects/annotated objects in images.

distortions such as Defocus, Object Blur, and BackLight have low
ratios (see table 2). This results from the nature of local distortions,
which only affect specific objects in the images (see figure 2).

4. RESULTS AND DISCUSSIONS

4.1. Evaluation of the robustness

We evaluated the robustness of models against distortions on the MS-
COCO 2017 validation set, which contains 5K annotated images that
we have corrupted through our 10 types of distortions [17].

Fig. 3: Robustness of object detection models against
global(left)/local (right) distortions.

Note that level 0 of distortion represents the COCO AP score for
non-distorted images. We assessed the object detection performance
of models through the AP (Average Precision) from the COCO met-
rics that provides a relevant performance indicator. Figures 3 and 4

Fig. 4: Robustness of object detection models against distortions.

represent the evolution of the AP score of models according to each
distortion type and level. These results show that distortions reduce
object detection performance of models by 20% to 89.2%. More-
over, they highlight the weaknesses of YOLOv4 methods against
distortions (strongly decreasing curves in figures 4 and 3), which
need a deeper study. The evaluations in figure 3 indicated that global
distortions have more impact than local distortions on the models.
While local and atmospheric disturbances have a roughly uniform
impact on methods despite their different architectures, the other
distortions produce effects separate and independent. Indeed, over-
all models performance are greatly affected by distorted images but
not uniformly. Each type of distortion has a different rate of impact
on models performance depending on the distortion level and object
detection method. In order to evaluate the impact of distortions on
models relevantly, we computed the robustness rate that represents
the ratio between mAP scores of models through each distortion type
and level, and non-distorted images (level 0). This robustness rate is
illustrated (see figure 5) with a data distribution visualization includ-
ing boxplots and violin plots that contribute to extract richer infor-
mation such as the mean, median, and probability density. The diver-
sity of architectures with different network depths made it possible
to estimate a possible correlation between this depth and the robust-
ness of the models. Results from figures 3, 4 and 5 indicate that
the EfficientDet method’s robustness decreases despite its network
depth and input size increasing through its different backbone archi-
tectures (D0 to D3). Furthermore, the YOLOv4-tiny model was the
least robust to distortions with an average decrease in its AP score of



*/-: Mean/Median of mAP for all distortion type and level,
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Fig. 5: Average robustness rate of object detection models against
the distortions.

36.7% between the distortion levels 0 and 10 (lowest average robust-
ness rate at 63.3%, see mAP score in figure 5). Therefore, it seemed
relevant to us to choose this model to evaluate the improvement of
robustness through a data augmentation with our distorted dataset.

4.2. Training on distorted dataset

This section presents experimental results on MS-COCO 2017 eval-
uation set with 5K images. YOLOv4-tiny model is trained following
the protocol in MS-COCO challenge, i.e., using the trainval35k set
for training that includes 80k images from the train set and 35k im-
ages from the validation set. We first performed this training with

Table 3: Object detection percentage performance of the
YOLOv4-tiny trained model on our distorted dataset.

Distortion Distortion level (%) mAP
Type 2 4 6 8 10 Average

Noise 9.58 22.3 37.9 80.3 114 47.2%
Contrast -0.54 1.8 2.47 3.23 5.71 1.99%
Compression -2.36 -0.48 -0.5 4.84 35.4 4.26%
Rain 12.7 40.4 71.4 101.8 114.3 61.7%
Haze -0.49 3.14 10.5 29.8 51.7 15.8%
Motion-Blur 6.11 39.5 95.3 151.4 183.3 86.3%
Defoc-Blur 1.02 14.2 22.4 26.3 26.7 16.5%
Loc. MBlur 10.3 31.6 46.9 59.3 67.0 39.8%
Loc. Defoc. 3.08 16.0 23.3 25.5 25.9 17.2%
BackLight 1.45 5.85 19.1 40.3 76.8 24.1%
Average 4.11% 17.9% 32.9% 52.3% 70.1% 31.5%per level

the original MS-COCO trainval35k set to obtain reference values,
then training with the distorted dataset, which allowed us to evalu-
ate the contribution of the data augmentation on the robustness of
the model. Each distortions type represents 5% of the database used

for the training process, i.e., 5.9K images for each distortion. In our
case, the hyper-parameters are taken from the YOLOv4 method but
with some tuning. The training step is 500,050, with the initial learn-
ing rate multiplied by 0.1 at 400,040 step then 450,045 step. Evalua-
tion of the training improvement is achieved by comparing the eval-
uation scores of both models trained on original and distorted train
sets, respectively, on the distorted MS-COCO validation sets accord-
ing to each distortion level. These results are formulated in the table
3 (Columns 2-6) by computing the ratio between AP COCO scores
of the distorted model on the natural model. We observed that train-
ing has a significant impact on the robustness improvement with an
average increase of 31.5% of performance (see last column in table
3). Furthermore, the study highlighted that the training improves
more robustness for high-level distortions (see last row in table 3).
According to the results of the table 4, training has a weak impact

Table 4: Object detection performance of the YOLOv4-tiny trained
model on our distorted natural sub-sets.

Natural AP rel. AP mIoU rel.mIoUdistortions

Noise 0.003 0.99% 0.005 0.65%
Contrast 0.011 5.47% 0.007 0.95%
Motion-Blur -0.012 -5.17% -0.004 -0.54%
Defocus 0.015 12.9% 0.0 0.0%
Rain -0.009 -2.81% 0.006 0.79%
Loc. MBlur -0.006 -3.13% 0.0 0.0%
BackLight 0.011 8.94% 0.005 0.68%

rel.: ratio between scores from distorted and original images, mIoU:
mean Intersection over Union.

on robustness to natural distortions with an average improvement
of 2.5% for the mAP score. However, these results need perspec-
tive due to the distortion levels in the distorted natural datasets [18],
which are primarily low, and, therefore, not impacted enough by data
augmentation from training according to the previously highlighted
observation (see average per level of column 2 in table 3).

5. CONCLUSIONS AND FUTURE WORK

This study revealed the impact of the quality of the image frames
in the development of object detection methods. Indeed, through
this study we have shown that increasing the training database with
complex scenarios containing different distortions improves the per-
formance of object detection models. We have also shown that this is
also true even for the best state-of- the-art methods. We, particularly,
propose an original strategy of image distortion generation applied
to the MS-COCO dataset that combines some local and global dis-
tortions to reach a better realism. We have shown that training with
this distorted dataset improves the robustness of models by up to
31,5%. We, also, provide a custom dataset including the natural im-
ages distorted from MS-COCO dataset to perform a more relevant
evaluation of the robustness concerning distortions. The database
and the generation source codes of the different distortions is made
publicly available on github plateform. Considering dataset with lo-
cal and global distortions is an interesting way for future research.
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